Course code. Course title
STATISTICAL METHODS IN PSYCHOLOGY, 2'd PART

Name of the lecturer
Assoc. Prof. Sonya Karabeliova, PhD, DSc

Type of course Level of course
mandatory BACHELOR OF ARTS
Year of study Semester/ trimester
2 4
Number of ECTS credits allocated Number of hours

5 30+30

Teaching methods Language of instruction
full time Bulgarian

Assessment methods
a test determining the eligibility, theoretical, practical and a written assignment

Prerequisites - no

Object

This is a mandatory course designed to assist students in conducting psychological
research. It includes research planning, implementation procedures, analyses of
research data, and interpretation of relevant results. The main aim of the course is
to teach theoretical knowledge and skills for processing and analyzing research
data, as well as for interpreting the results from qualitative and quantitative
statistical methods used in psychology research. Students use the SPSS statistical
analysis software. Throughout the semester, the students are given a test that
determines their eligibility to sit for the semester exam. The course concludes with a
written theoretical exam, a practical exam, and a written assignment that includes
description, analysis, and interpretation of the results of one empirical study. The
students who wish to improve their grade prepare a course paper.

Course content
LECTURES

1. Linear regression — definition, regression coefficient, interpretation of
results. Assessing the adequacy of the regression model.

2. Statistical methods for hypothesis testing — basic concepts, terminology. The
sequence of hypothesis testing steps. The Null hypothesis.

3. Type I and Type II errors. Statistical reliability of the results. Incorrect
decisions about statistical reliability.

4. Significance in research designs. Incorrect interpretations of significance.

5. Parametric and non-parametric methods for hypothesis testing. Choosing an
appropriate statistical criterion.

6. Parametric statistical methods for hypothesis testing. One sample t-test.
Comparing the mean and standard deviation of the sample and the
population. Analysis and interpretation of the results.

7. Independent vs. dependent samples. Post Hoc comparisons. Scheffe’s test.
Dunnett’s test. Comparing alternative procedures. Analysis and
interpretation of the results.



8. Analysis of variance — essence, etymology. Fisher’s f-criterion. One-Way
Analysis of Variance (One-Way ANOVA). Post Hoc comparisons. Sample sizes.
Significance of the experimental effect. Analysis and interpretation of the
results.

9. Two-Way Analysis of Variance (Two-Way ANOVA). Multiple comparisons.
Expected mean squares. Significance of the experimental effect. Analyzing
the sample sizes. Analysis and interpretation of the results.

10.Analyses of variance and covariance as General Linear Models. The General
linear models. Factorial designs. Analysis and interpretation of the results.
Alternative experimental designs. Analysis and interpretation of the results.

11.Non-parametric statistical methods for hypothesis testing. Mann-Whitney
test. Wilcoxon test. Comparing the two tests.

12.Non-parametric statistical methods for hypothesis testing. Student’s U-
criterion. McNemar’s Chi-squared test. Freedman’s Chi-squared test.

13.Validity — definition, types. Methods for testing construct validity. Factor
and factor analysis — definitions, factor analysis methods. Rotations and
simplifications of the structure. Analysis and interpretation of the results.

14.Reliability. Systematic and random errors. Factors increasing or decreasing
reliability. Significance of reliability. Item analysis — definition, application.
Analysis and interpretation of the results.
Total number of lecture periods — 30.

Seminars
1. Linear Regression analysis — application, types.
2. Identifying the results of regression analysis. Interpretation.
3. Methods for comparing means. One sample t-test. Analysis and
interpretation of the results.
4. Independent samples t-test. Analysis and interpretation of the results.
5. Paired samples t-test. Analysis and interpretation of the results.
6. One-Way Analysis of Variance (One-Way ANOVA). Analysis and

interpretation of the results.

7. Two-Way Analysis of Variance (Two-Way ANOVA). Analysis and interpretation
of the results.

8. General linear models.

9. Identifying, analyzing and interpreting the results from general linear models.

10.Non-parametric statistical methods. Mann-Whitney test. Wilcoxon test.
Analysis and interpretation of the results.

11.Non-parametric statistical methods. Student’s U-criterion, McNemara’s Chi-
squared test, Freedman’s Chi-squared test. Analysis and interpretation of the
results.

12.Classical factor analysis — application, methods.

13.Classical factor analysis using the principle components analysis.
Identification, analysis and interpretation of the results.

14.Item analysis — application, coefficients.

15.1tem analysis. Identification, analysis and interpretation of the results.

Total number of seminar periods — 30.
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